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ABSTRACT

A method for three-dimensional (3D) sensing. The method
includes obtaining a first two-dimensional (2D) skeleton of
an object, obtaining a second 2D skeleton of the object dif-
ferent from the first 2D skeleton, and calculating a 3D skel-
eton of the object based on the first and second 2D skeletons.
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INTERACTIVE INPUT SYSTEM AND
METHOD

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is based upon and claims the benefit of
priority from Provisional Application No. 61/811,680, filed
on Apr. 12, 2013, and Provisional Application No. 61/841,
864, filed on Jul. 1, 2013, the entire contents of both of which
are incorporated herein by reference.

TECHNOLOGY FIELD

The disclosure relates to input systems and methods and,
more particularly, to input systems and methods based on
detection of three-dimensional (3D) motion of a 3D object.

BACKGROUND

A computer user often needs to interact with the computer,
which may be realized using an interactive input device, such
as akeyboard, a mouse, or a touch screen. However, there are
limits in using these devices. For example, conventional
touch screens usually are based on technologies such as, for
example, capacitive sensing or electric-field sensing. Such
technologies can only track objects, such as the user’s fingers,
near the screen (that is, a short operational range), and cannot
recognize the objects’ 3D structure. Moreover, touch screens
are usually used in small computers such as table computers.
For a larger computer, such as a desktop or a workstation, it is
often not convenient for the user to reach to the screen.

Therefore, there is a need for a human-computer interac-
tive input system that has a larger operational range, is accu-
rate and fast to resolve fine objects, such as a user’s fingers,
and has the ability to track an object’s 3D motion and inter-
action with a surface.

SUMMARY

In accordance with the disclosure, there is provided a
method for three-dimensional (3D) sensing. The method
includes obtaining a first two-dimensional (2D) skeleton of
an object, obtaining a second 2D skeleton of the object dif-
ferent from the first 2D skeleton, and calculating a 3D skel-
eton of the object based on the first and second 2D skeletons.

Also in accordance with the disclosure, there is provided a
non-transitory computer-readable storage medium storing a
program for three-dimensional (3D) sensing. The program,
when executed by a computer, instructs the computer to
obtain a first two-dimensional (2D) skeleton of an object,
obtain a second 2D skeleton of the object different from the
first 2D skeleton, and calculate a 3D skeleton of the object
based on the first and second 2D skeletons.

Further in accordance with the disclosure, there is provided
an apparatus for three-dimensional (3D) sensing. The appa-
ratus includes a first camera capturing a first 2D image of an
object from a first viewing angle, a second camera capturing
a second 2D image of the object from a second viewing angle
different from the first viewing angle, and a processor. The
process is configured to extract a first two-dimensional (2D)
skeleton of the object from the first 2D image, extract a
second 2D skeleton of the object from the second 2D image,
and calculate a 3D skeleton of the object based on the firstand
second 2D skeletons.

Features and advantages consistent with the disclosure will
be set forth in part in the description which follows, and in
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2

part will be obvious from the description, or may be learned
by practice of the disclosure. Such features and advantages
will be realized and attained by means of the elements and
combinations particularly pointed out in the appended
claims.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory only and are not restrictive of the inven-
tion, as claimed.

The accompanying drawings, which are incorporated in
and constitute a part of this specification, illustrate several
embodiments of the invention and together with the descrip-
tion, serve to explain the principles of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 schematically shows an interactive system accord-
ing to an exemplary embodiment.

FIG. 2 is a flow chart showing a process according to an
exemplary embodiment.

FIGS. 3A and 3B schematically show a sensing device
according to an exemplary embodiment.

FIGS. 4A-4C schematically show a sensing device accord-
ing to an exemplary embodiment.

FIG. 5 schematically shows a sensing device according to
an exemplary embodiment.

FIGS. 6A and 6B schematically show the connection of
sensing units to a computer according to an exemplary
embodiment.

FIGS. 7A and 7B schematically show exemplary arrange-
ments of sensing units relative to a display.

FIGS. 8A and 8B schematically show background surface
coating according to exemplary embodiments.

FIG. 9 schematically shows a sensing device according to
an exemplary embodiment.

FIGS. 10A and 10B show a background surface with mark-
ers viewed by an imaging sensor and by a naked human eye,
respectively.

FIGS. 11A and 11B show patterns printed using different
types of inks for creating a background surface with markers
according to an exemplary embodiment.

FIG. 12 is a high level process flow schematically showing
a sensing process according to an exemplary embodiment.

FIG. 13 shows an process for adjusting illumination
sources and imaging sensors, and estimating a background
according to an exemplary embodiment.

FIG. 14 schematically shows a process for analyzing and
recording a background model according to an exemplary
embodiment.

FIG. 15 schematically shows a process for recognizing and
tracking a foreground object based on multiple imaging sen-
sors according to an exemplary embodiment.

FIG. 16 schematically shows a process for finding a fore-
ground object and recognizing the foreground object’s 2D
structure for each imaging sensor according to an exemplary
embodiment.

FIG. 17 shows an exemplary background model image.

FIG. 18 shows an exemplary input image captured during
a hand tracking process.

FIG. 19 shows an exemplary foreground region.

FIG. 20 shows an exemplary result of probability calcula-
tion according to an exemplary embodiment.

FIG. 21 shows a result of the segmentation according to an
exemplary embodiment.

FIG. 22 schematically shows 2D boundaries of sub-parts of
a hand.

FIG. 23 schematically shows center lines for fingers.
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FIG. 24 schematically shows a finger tip.

FIG. 25 is a high-level flow chart showing a process for
calculating 3D information of a foreground object and sub-
parts of the foreground object according to an exemplary
embodiment.

FIG. 26 shows an association between fingers according to
an exemplary embodiment.

FIG. 27 shows an example of associating two skeleton
lines.

FIG. 28 shows a 3D skeleton obtained according to an
exemplary embodiment.

FIG. 29 shows a calculation of a 3D boundary of a palm
based on 2D boundaries of the palm in two 2D images taken
by two different imaging sensors.

FIG. 30 shows an exemplary output of hand skeleton cal-
culation.

FIG. 31 schematically shows a 3D center of a palm calcu-
lated according to an exemplary embodiment.

FIG. 32 shows a model based framework.

FIGS. 33A and 33B schematically show exemplary setups
of'a system according to exemplary embodiments and difter-
ent types of touch interactive surfaces.

FIG. 34 is a high-level flow chart showing a process for
enabling a 2.5D touch interaction according to an exemplary
embodiment.

FIG. 35 is a high-level flow chart showing a process for
manually calibrating a touch interactive surface according to
an exemplary embodiment.

FIG. 36 shows a process for defining an effective interac-
tion area according to an exemplary embodiment.

FIG. 37 shows a result of defining corner points of a touch
interactive surface according to an exemplary embodiment.

FIGS. 38A and 38B show a finger’s 3D velocity when the
finger is moving in the air and when the finger hits a solid
surface, respectively.

FIG. 39 is a flow chart showing a process for automatically
detecting a touch interactive surface by detecting markers
according to an exemplary embodiment.

FIG. 40 is a flow chart showing a process for automatically
detecting and calibrating a display screen according to an
exemplary embodiment.

FIG. 41 schematically shows a 2D code shown on a display
screen.

FIG. 42 is a flow chart showing a process for defining a
virtual touch surface according to an exemplary embodiment.

FIG. 43 schematically shows corner points of a desired
virtual touch surface.

FIG. 44 is aflow chart showing a process for converting 3D
information of a foreground object to 2.5D information
according to an exemplary embodiment.

FIG. 45 is a flow chart showing a process for determining
the distance d between a foreground object and a touch inter-
active surface.

FIG. 46 is a flow chart showing a process for finding 7'
according to an exemplary embodiment.

FIG. 47 is a flow chart showing a process for finding 7'
according to an exemplary embodiment.

FIG. 48 is a flow chart showing a process for finding 7'
according to an exemplary embodiment.

FIG. 49 shows a process for finger writing using the touch
interactive surface.

FIG. 50 shows a process for showing hover of a foreground
object.

FIG. 51 schematically shows a setup of an interactive sys-
tem according to an exemplary embodiment.

FIG. 52 schematically shows a scenario where a user inter-
acts with a content on a 2D physical screen.
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FIG. 53 schematically shows a scenario where a user inter-
acts with a content on a 2D physical screen via a virtual touch
surface.

FIG. 54 schematically shows a scenario where a user inter-
acts with a 3D content presented by a 3D display screen.

FIG. 55 shows a head-mounted 3D display (HMD) system
according to an exemplary embodiment.

FIG. 56 shows a scenario where a user interacts with a
virtual touch surface.

FIG. 57 shows a scenario where a user interacts with a
virtual 3D object rendered by the HMD system.

FIG. 58 shows an HMD system according to an exemplary
embodiment.

FIG. 59 shows an HMD system according to an exemplary
embodiment.

DESCRIPTION OF THE EMBODIMENTS

Embodiments consistent with the disclosure include an
interactive input system and a method for interactive input.

Hereinafter, embodiments consistent with the disclosure
will be described with reference to drawings. Wherever pos-
sible, the same reference numbers will be used throughout the
drawings to refer to the same or like parts.

FIG. 1 schematically shows an interactive system 100 con-
sistent with embodiments of the disclosure. The interactive
system 100 includes a sensing device 102 and a computer
104. The sensing device 102 is configured to sense the motion
of an object and transfer the detected information to the
computer 104, via a sensing device driver 106 installed on the
computer 104. The object may be, for example, a hand or a
finger of a user. The detected information may include, for
example, the three-dimensional (3D) position, orientation, or
moving direction of the object, or information about the
object’s touching on or hovering over another object, such as
asurface. The sensing device driver 106 reads the output, i.e.,
the detected information, of the sensing device 102, processes
the detected information, and outputs tracking results, such as
3D tracking results. The sensing device driver 106 also con-
trols the operation of the sensing device 102.

The computer 104 may include other components, such as
a CPU 108 and a memory 110. Other applications, such as
application 112, may also be installed on the computer 104.
The computer 104 is also connected to a display 114, which
may be used to graphically show the tracking results output
by the sensing device 102.

FIG. 2 is a flow chart showing an exemplary process con-
sistent with embodiments of the disclosure. In the exemplary
process shown in FIG. 2, the object being detected by the
sensing device 102 is a user’s hand.

At 201, the user places the sensing device 102 at a certain
location. For example, the sensing device 102 may be placed
on a table top and face up. The sensing device 102 may
alternatively be mounted on the computer 104 or on the top of
the display 114.

At 202, after the sensing device 102 is placed, the interac-
tive system 100 begins the environment calibration process.
In some embodiments, in the environment calibration pro-
cess, the interactive system 100 detects background environ-
ment information, and calibrates a touch interactive surface.
More details about the touch interactive surface will be
described later in this disclosure. The environment calibra-
tion process may be fully automated to detect certain known
environment objects, such as, for example, the display 114, a
keyboard, or an optically marked touch pad. Alternatively, the
environment calibration process may be manual. For
example, the user may define an environment object as the
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touch interactive surface, or define a virtual plane, i.e., an
imaginary plane not on any actual environment object, as the
touch interactive surface. If the environment calibration pro-
cess is manual, instructions may be displayed on, for
example, the display 114, or may be delivered to the user in an
audio format through, for example, a speaker (not shown).

At 203, during a normal usage period, the interactive sys-
tem 100 continuously detects a foreground object, such as the
user’s hand or finger, and recognizes the foreground object’s
3D structure and associated 3D movement. The interactive
system 100 also detects changes in the background environ-
ment and recalibrates the background when needed.

At 204, the sensing device driver 106 translates the
detected information into “3D interaction events” and sends
the events to applications installed on and the operating sys-
tem (OS) of the computer 104. For example, a 3D interaction
event may be a 3D position, a 3D orientation, a size (such as
length or width), and fine details of the foreground object,
e.g., the user’s hand or finger. The applications and the OS
may change state according to the received events, and may
update a graphical user interface (GUI) displayed on the
display 114 accordingly.

At 205, the sensing device driver 106 compares the
detected 3D position of the foreground object with the touch
interactive surface, and determines object-to-surface infor-
mation such as, for example, a distance between the fore-
ground object and the surface, a projected two-dimensional
(2D) position of the foreground on the surface. The sensing
device driver 106 then converts the object-to-surface infor-
mation to touch events, multi-touch events, or mouse events
(206).

At 207, the sensing device driver 106 delivers the events to
the applications or the OS, and translates the touch events into
a hand writing process. Since the interactive system 100 can
detect the foreground object’s distance to and projected posi-
tion on the touch interactive surface, before the foreground
objectactually touches the touch interactive surface, the inter-
active system 100 can predict a touch before the touch actu-
ally occurs, e.g., when the touch will occur and where on the
touch interactive surface the touch will occur. The interactive
system 100 can also determine and display a “hovering”
feedback on the display 114.

At 208, the sensing device driver 106 compares the posi-
tion of the foreground object with positions of the environ-
ment objects, such as positions of keys of a keyboard. The
interactive system 100 may generate hovering feedback about
which key the user will press before the user actually presses
the key. In some embodiments, the interactive system 100
may display a virtual keyboard and such hovering feedback in
a GUI on the display 114.

Consistent with embodiments of the disclosure, the sens-
ing device 102 may be a stand-alone device separated from
the computer 104 but can be coupled to the computer 104 via
a wired connection (such as a USB cable) or a wireless con-
nection (such as Bluetooth or WiFi). In some embodiments,
the sensing device 102 may be integrated into the computer
104, i.e., may be part of the computer 104.

Consistent with embodiments of the disclosure, the sens-
ing device 102 may include multiple imaging sensors, such as
cameras. The imaging sensors may be visible light imaging
sensors which are more responsive to visible light, or infrared
(IR) imaging sensors which are more responsive to IR light.
The sensing device 102 may also include one or more illumi-
nation sources, which provide illumination in various wave-
lengths according to the type of the imaging sensors. The
illumination sources may be, for example, light-emitting
diodes (LED’s) or lasers equipped with diffusers. In some
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embodiments, the illumination sources may be omitted and
the imaging sensors detects the environmental light reflected
by an object or the light emitted by an object.

FIGS. 3A and 3B schematically show an exemplary sens-
ing device 300 consistent with embodiments of the disclo-
sure. The sensing device 300 includes a housing 302, multiple
imaging sensors 304, and one or more illumination sources
306. The imaging sensors 304 and the one or more illumina-
tion sources 306 are all formed in or on the housing 302. Such
a design is also referred to as a uni-body design in this dis-
closure.

The sensing device 300 shown in FIG. 3A has one (1)
illumination source 306, while the sensing device 300 shown
in FIG. 3B has six (6) illumination sources 306. In the
example shown in FIG. 3A, the illumination source 306 is
arranged between the imaging sensors 304, while in the
example shown in FIG. 3B, the illumination sources 306 are
evenly distributed on the housing 302 to provide better illu-
mination results such as, for example, a wider coverage or a
more uniform illumination. For example, as shown in FIG.
3B, two illumination sources 306 are located between the two
imaging sensors 304, two illumination sources 306 are
located on the left half of the housing 302, and two illumina-
tion sources 306 are located on the right half of the housing
302.

In the figures of the disclosure, LED’s are illustrated as the
illumination sources, as examples. As discussed above, other
light sources, such as lasers equipped with diffusers, may also
be employed.

In some embodiments, illumination within the IR band-
width is needed. Such an illumination may be invisible to
naked human eyes. In such embodiments, the illumination
sources 306 may include, for example, LED’s emitting IR
light. Alternatively, the illumination sources 306 may include
LED’s emitting light with broader bands that may encompass
visible light. In such situation, the illumination sources 306
may each be accompanied with an IR transmissive filter (not
shown) placed, for example, in front of the corresponding
illumination source 306.

In some embodiments, the sensing device 300 may also
include an IR transmissive filter (not shown) placed in front of
the imaging sensors 304 to filter out visible light. In some
embodiments, the sensing device 300 may also include lens
(not shown) placed in front of the imaging sensors 304 for
focusing light. The IR transmissive filter may be placed in
front of the lens, or between the lens and the imaging sensors
304.

Consistent with embodiments of the disclosure, the sens-
ing device 300 may also include a controlling electronic
circuit (not shown). The controlling electronic circuit may
control the operation parameters of the imaging sensors 304,
such as, for example, shutter duration or gain. The controlling
electronic circuit may also control the synchronization
between or among the multiple imaging sensors 304. More-
over, the controlling electronic circuit may control the illu-
mination brightness of the illumination sources 306, the
on/off or duration of the illumination from the illumination
sources 306, or the synchronization between the illumination
sources 306 and the imaging sensors 304. The controlling
electronic circuit may also perform other functions such as,
for example, power management, image data acquiring and
processing, output of data to other devices, such as the com-
puter 104, or receipt of commands from other devices, such as
the computer 104.

In some embodiments, the sensing device 300 may further
include one or more buttons configured to turn on/off or reset
the sensing device 300, or to force recalibration of the envi-
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ronment. For example, one button may be configured to allow
the user to forcibly start the manual calibration process to
calibrate the touch interactive surface.

In some embodiments, the sensing device 300 may also
include one or more indicator lights showing the state of the
sensing device 300 such as, for example, whether the sensing
device 300 is on or off, is performing the environment cali-
bration, or is performing the touch interactive surface calibra-
tion.

In the examples shown in FIGS. 3A and 3B, the sensing
device 300 is formed as a uni-body in the housing 302. The
distance between the imaging sensors 304 is fixed. However,
such a distance may be adjustable. FIGS. 4A-4C show an
exemplary sensing device 400 which has a uni-body design
but has movable imaging sensors 304. The distance between
the imaging sensors 304 may be adjusted via a certain mecha-
nism. For example, in the sensing device 400, the imaging
sensors 304 are formed on a guide 404, which is configured to
allow the imaging sensors 304 to move thereon, so that the
distance between the imaging sensors 304 may be adjusted.
Such a design is also referred to as adjustable uni-body
design.

FIGS. 4A-4C show different states of the imaging sensors
304 in which the distance between the imaging sensors 304 is
different. For simplicity, other components, such as the illu-
mination sources, are not shown in FIGS. 4A-4C.

In some embodiments, the sensing device 102 may have
multiple separated units each having one imaging sensor.
Hereinafter, such a design is also referred to as a separate
design. FIG. 5 shows an exemplary sensing device 500 having
a separate design, consistent with embodiments of the disclo-
sure. The sensing device 500 includes two sensing units 502
and 504, each having one imaging sensor 304 and one or more
illumination sources 306. In the example shown in FIG. 5, the
sensing unit 502 has one illumination source 304, while sens-
ing unit 504 has two illumination sources 306. The sensing
units 502 and 504 may each have a controlling circuit for
controlling the operation of corresponding sensing unit.

The sensing units 502 and 504 may each include one or
more connection ports 510, either wired or wireless, for con-
necting to other sensing units or directly to the computer 104.
FIGS. 6 A and 6B schematically show two difference schemes
for connecting the sensing units 502 and 504 to the computer
104. FIG. 6 A shows a parallel connection where the sensing
units 502 and 504 are directly connected to the computer 104.
FIG. 6B shows a serial connection where the sensing unit 502
is connected to the sensing unit 504, and the sensing unit 504
is further connected to the computer 104. In the set up shown
in FIG. 6A, both sensing units 502 and 504 are controlled by
the computer 104 and synchronized. In the set up shown in
FIG. 6B, the synchronization may be forwarded from the
sensing unit 504 to the sensing unit 502 so that both sensing
units 502 and 504 are synchronized.

FIGS. 7A and 7B schematically show exemplary arrange-
ments of sensing units relative to a display 114. Three sensing
units 702 are shown in each of FIGS. 7A and 7B.

Consistent with embodiments of the present disclosure, to
detect, recognize, and track a foreground object, such as a
hand or a finger of a user, the brightness of the background
may need to be lowered. That is, a dark background may need
to be created.

In some embodiments, the dark background may be cre-
ated using polarized light. According to these embodiments,
abackground surface may be coated with a reflective material
that has a “non-depolarizing” property, such as shown in F1G.
8A. Reflected light from such a material may preserve the
circular polarization property of incoming light. Such a mate-
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rial may be, for example, silver colored. In some embodi-
ments, other color dyes or particles may be mixed with the
reflective material to create desired color, texture, or patterns,
such as shown in FIG. 8B. In some embodiments, as shown in
FIGS. 8A and 8B, another coating may be formed between
the background surface and the non-depolarizing material
coating.

FIG. 9 shows a sensing device 900 consistent with embodi-
ments of the present disclosure, where a first polarizer 902
having a first polarization direction is placed in front of the
illumination source 306 and a second polarizer 906 having a
second polarization direction is placed in front of each of the
imaging sensors 304. The first and second polarization direc-
tions may be inconsistent with each other. The first and sec-
ond polarizers 902 and 906 may be circular polarizers.

The light emitted by the illumination source 306 is polar-
ized by the first polarizer 902 to have the first polarization
direction. When this polarized light is reflected by the non-
depolarizing material coated over the background surface, the
polarization direction is preserved. Since the second polariz-
ers 906 have a polarization direction inconsistent with that of
the first circular polarizer 902, the reflected light with un-
changed polarization direction, the reflected light, or at least
most part of the reflected light, cannot pass through the cir-
cular polarizers 906 to reach the imaging sensors 304. In
effect, the background surface appears to be dark or black to
the imaging sensors 304.

On the other hand, when the polarized light is reflected by
the foreground object, e.g., the hand or finger of the user, the
polarized light will be de-polarized. Such de-polarized
reflected light can pass through the second polarizers 906 and
be received by the imaging sensors 304. That is, the fore-
ground objects appears to be bright to the imaging sensors
304, and thus the imaging sensors 304 can “see” the fore-
ground objects.

Another method consistent with embodiments of the dis-
closure for creating a dark background is to use “invisible”
markers. Such “invisible” markers may be invisible to naked
human eyes but can be detected by the imaging sensors con-
sistent with embodiments of the disclosure. FIGS. 10A and
10B show a background surface 1002 with markers 1004. An
image of the background 1002 captured by an imaging sensor
will show the markers 1004, as shown in FIG. 10A. On the
other hand, a human user will only see a normal, uniform
surface without markers, as shown in FIG. 10B.

A method consistent with embodiments of the present dis-
closure for creating a background surface having “invisible”
markers will be described in regard to FIGS. 11A and 11B.
The method involves the use of two types of inks, i.e., a first
ink and a second ink, which both appear to naked human eyes
as a certain color, such as, for example, black. However, the
first ink absorbs, or at least absorbs most of, IR light, while the
second ink does not absorb but may reflect IR light. There-
fore, the first ink appears to an IR imaging sensor as, for
example, black, while the second ink appears to the IR imag-
ing sensor as, for example, white.

Consistent with embodiments of the disclosure, a first pat-
tern is printed on the background surface, e.g., a fabric, using
the first ink. The first pattern may, for example, be a pattern
shown in FIG. 11A, where the dark portion represents the part
covered by the first ink. In some embodiments, the first pat-
tern may be printed using a laser printer, since the toner of a
laser printer is based on carbon particles, which absorbs IR
light. Then a second pattern is printed on the same back-
ground surface using the second ink. The second pattern may,
for example, be a pattern shown in FIG. 11B, where the dark
portion represents the part covered by the second ink. In some
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embodiments, the second pattern may be printed using an
ink-jet printer, since the black ink used in an ink-jet printer is
based on non-IR-absorbing black dyes. In some embodi-
ments, both the first and second patterns may be printed using
copperplate printing.

In some embodiments, the first pattern and the second
pattern are essentially reversed to each other. That is, where a
point in the first pattern is dark, the corresponding point in the
second pattern is bright. As a result, the background surface
exhibits a uniform color without patterns to naked human
eyes, such as the background surface 1002 shown in FIG.
10B. On the other hand, the imaging sensors can detect the
pattern on the background surface, such as that shown in FI1G.
10A.

In some embodiments, the printing described above may
also be a single phase printing process using one inkjet printer
which contains two types of inks, i.e., a carbon based ink and
a non-carbon based ink.

The methods for using the interactive system 100 and
related algorithms consistent with embodiments of the dis-
closure will be described below. In some embodiments, the
imaging sensors 304 may be calibrated before use. If the
sensing device 102 employs a uni-body design, such as that
shown in FIG. 3A or 3B, the calibration of the imaging
sensors 304 may be performed during the manufacturing
process of the sensing device 102. On the other hand, if the
sensing device 102 employs an adjustable uni-body design,
such as that shown in FIG. 4A,4B, or 4C, or a separate design,
such as that shown in FIG. 5, the user may customize the
position of each imaging sensor 304. In such situation, the
calibration of the imaging sensors 304 may be performed
each time the placement of the sensing device 102 is changed.

FIG. 12 is a high level process flow schematically showing
a sensing process consistent with embodiments of the disclo-
sure. At 1202, the environment is calibrated, sensor param-
eters are adjusted, and background is analyzed and recorded.
At 1204, foreground object tracking is performed. Fore-
ground objects, e.g., hands or fingers of the user, are continu-
ously detected, and the detected information is output to the
computer 104, for example, output to applications installed
on the computer 104. At 1206, the interactive system 100
continuously monitors whether there is a need to re-calibrate
the environment during the foreground object tracking. Alter-
natively, the user may manually force to re-start the calibra-
tion process.

Consistent with embodiments of the disclosure, the cali-
bration process may generate multi-sensor calibration data
that may be used for, e.g., removing distortion in an image
output from an imaging sensor due to, e.g., imperfect lens.
This may make the computer vision calculation and image
processing easier and more accurate. The multi-sensor cali-
bration data may also be used for calculating the 3D position
of'an object or a point using the pixel position of the object or
the point in the image output from the imaging sensor.

In some embodiments, a static calibration may be per-
formed before the interactive system 100 is used. The static
calibration uses a checker-board and allows the imaging sen-
sors 304 to take synchronized images when the user moves
the checker-board to different locations/orientations. The
interactive system 100 analyzes the captured images and gen-
erates camera calibration data including, for example intrin-
sic information of the imaging sensors 304, distortion of the
imaging sensors 304, and rectification of multiple imaging
sensors 304.

In some embodiments, an automatic calibration may be
used during the use of the interactive system 100. The auto-
matic calibration does not need a checker-board and does not
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need a dedicated calibration session before using the interac-
tive system 100. The automatic calibration is suitable when
the user frequently changes relative positions of the imaging
sensors 304 in, e.g., a separate design or an adjustable uni-
body design, or when the user adds customized lenses or
customized imaging sensors 304 into the interactive system
100. According to the automatic calibration, when the user
starts to use the interactive system 100, the imaging sensors
304 each take a synchronized snap shot. The interactive sys-
tem 100 finds matching features, e.g., a finger tip, between
snap shots taken by different imaging sensors, and records
paired pixel coordinates of the same feature, e.g., the same
finger tip, that appears in different snap shots. This process is
repeated to collect a set of paired pixel coordinates, and the set
of paired pixel coordinates are used by an imaging sensor
calibration algorithm consistent with embodiments of the
disclosure.

FIG. 13 shows a process consistent with embodiments of
the disclosure for adjusting the illumination sources 306 and
the imaging sensors 304, and estimating the background.

At 1302, the imaging sensors 304 capture videos or images
of a background.

At 1304, the brightness of environment light is observed.
The illumination intensity of the illumination sources 306 is
adjusted according to the observed environmental brightness.
In some embodiments, the illumination intensity is adjusted
to be low enough to save energy but high enough to distin-
guish the foreground objects, e.g., hands or fingers, from the
background.

At 1306, the gain level and the shutter duration of the
imaging sensors are adjusted so that the final image is bright
enough. Higher gain level results in brighter but nosier
images. Longer shutter duration results in brighter images,
but the images may be blurry when the foreground object is
moving. In some embodiments, 1302 and 1304 are performed
in a loop to find optimal illumination intensity of the illumi-
nation sources 306 and parameters of the imaging sensors
304.

At 1308, abackground model is analyzed and estimated. At
1310, the background model is recorded. When tracking a
foreground object, new images will be compared to this back-
ground model to distinguish the foreground object from the
background.

FIG. 14 schematically shows a process consistent with
embodiments of the disclosure for analyzing and recording
the background model. This process may be performed for
each of the imaging sensors 304. As shown in FIG. 14, at
1402, a number of images are captured and accumulated. The
number of accumulated images may be a pre-set fixed num-
ber, such as, for example, 100. Alternatively, the number of
accumulated images may be variable, depending on when the
background model analysis converges.

At 1404, the background model is analyzed based on the
accumulated images. In some embodiments, the background
model may include, for example, an average brightness and a
maximum brightness of each pixel, a brightness variance, i.e.,
noisiness, of each pixel, or a local texture property and local
color property of each pixel.

At 1406, the background model is stored, and the process
ends.

FIG. 15 schematically shows a process for recognizing and
tracking a foreground object, e.g., ahand or a finger, based on
multiple (2 or more) imaging sensors 304. For each imaging
sensor 304, an image is captured (1502). The captured image
is compared to the stored background model to obtain a
foreground image (1504). At 1506, the foreground image is
analyzed and the object’s 2D structure is obtained.
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Then, at 1508, the analyzing results from each imaging
sensor 304 are combined and processed to obtain the fore-
ground object’s 3D structure.

FIG. 16 schematically shows a process consistent with
embodiments of the disclosure for finding the foreground
object and recognizing the foreground object’s 2D structure
for each imaging sensor 304. In the example shown in FIG. 16
and related figures, the scenario that the foreground object is
the user’s hand is discussed.

At 1602, the background model previously obtained is
loaded. The background model may be, for example, a bright-
ness-based background model, where the maximum bright-
ness of each pixel for, e.g., 100 initial frames is stored. FI1G.
17 shows an exemplary background model image.

Referring again to FIG. 16, a loop is performed to capture
new images and analyze the 2D structure of the foreground
object. In some embodiments, at 1604, a new 2D input image
is captured by an imaging sensor 304. FIG. 18 shows an
exemplary input image captured during a hand tracking pro-
cess.

Referring again to FIG. 16, after the input image is
obtained, the following is performed: 1) find the foreground
object (1606), 2) analyze sub-structures of the foreground
object (1608 and 1610), and 3) analyze detailed properties of
the foreground object (1612 and 1614). Details of such a
process is described below.

At 1606, the new input image from the imaging sensor 304
is compared with the background model to extract a fore-
ground region. In the background model, each pixel at posi-
tion (X,y) may have a feature vector B(x,y). For example, if
the background model is based on intensity/brightness, then
B is a scalar, and the value of B(x,y) is the brightness of the
pixel at position (x,y). If the background model is based on
noisiness, then B is a scalar, and the value of B(x,y) is the
variance at position (X,y). In some embodiments, for the new
input image, the feature vector for every pixel, In(x,y), is
calculated. Similar to B(x,y), the value of In(x,y) may be
brightness or variance depending on what background model
is used. A difference between In(x,y) and B(x,y) is calculated
for each pixel position. If the difference at a pixel position is
greater than a certain threshold, that pixel is determined to
belong to the foreground region. Otherwise, that pixel is
determined to belong to the background.

FIG. 19 shows an exemplary foreground region, in which
white pixels represent the foreground object.

Referring again to FIG. 16, at 1608, within the foreground
region, at each pixel position (X,y), the pixel’s probability of
being part of a finger tip, P_tip(x,y), the pixel’s probability of
being part of a finger trunk, P_finger(x,y), and the pixel’s
probability of being part of a palm P_palm(x.y) are calcu-
lated.

In some embodiments, the probabilities P_tip(x,y), P_fin-
ger(x,y), and P_palm(x,y) may be calculated by comparing a
brightness distribution in a neighbor region around the pixel
position (x,y) with a set of pre-defined templates, such as a
finger tip template, a finger trunk template, and a palm tem-
plate. The probability of a pixel being part of a finger tip, a
finger trunk, or a palm, i.e., P_tip(x,y), P_finger(x)y), or
P_palm(x,y) may be defined by how well the neighbor region
fits the respective template, i.e., the finger tip template, the
finger trunk template, or the palm template.

In some embodiments, the probabilities P_tip(x,y), P_fin-
ger(x,y), and P_palm(x,y) may be calculated by performing a
function/operator F on the neighbor region of a pixel position
(x,y). The function/operator fits the brightness of the neigh-
bor region with light reflection model of a finger or a finger
tip, and return a high value if the distribution is close to the

10

15

20

25

30

35

40

45

50

55

60

65

12

reflection of a finger trunk (reflection from a cylinder shape),
or a finger tip (reflection from a half dome shape).

FIG. 20 shows an exemplary result of the above-discussed
probabilities calculation. In FIG. 20, a region having black
and white mosaic has a high probability of being a finger tip,
a region having vertical hatch lines has a high probability of
being a finger trunk, and the white region is a region likely to
be a palm, for example.

Referring again to FIG. 16, at 1610, the calculated prob-
abilities P_tip(x,y), P_finger(x,y), and P_palm(x,y) are used
to segment the foreground object, e.g., the user’s hand, into
fingers and palm. FIG. 21 shows a result of the segmentation.
In FIG. 21, the regions with shadows are the fingers and the
white region is the palm.

The probabilities P_tip(x,y), P_finger(x,y), and P_palm(x,
y), and the segmentation results may be used to calculate a
hand structure, including finger skeleton information. As
used in this disclosure, a finger skeleton refers to an abstrac-
tion of the structure of a finger. In some embodiments, the
finger skeleton information may include, for example, a cen-
ter line (also referred to as a skeleton line) of the finger, a
position of the finger tip, and a boundary of the finger.

In some embodiments, after the user’s hand is segmented
to the fingers and the palm, the 2D boundary of a sub-part of
the hand, e.g., a finger or a palm, may be obtained. FIG. 22
schematically shows the 2D boundaries of the sub-parts of the
hand. As discussed above, the boundary of a finger may be
part of the finger skeleton information.

Referring again to FIG. 16, at 1612, a finger’s center line is
calculated by finding and connecting center positions on
scanning lines across the finger. As used herein, a scanning
line refers to a line along which the process for finding the
center position is performed. The scanning line may be, for
example, a horizontal line. In some embodiments, for a scan-
ning line L(y) in a finger, a weighted average of the position
x of every pixel (x,y) on the horizontal line L(y) is calculated
using the probability P_finger(x,y) as a weighting factor. This
weighted average of the position x is the center position,
x_center=C(y), on the scanning line L(y).

After all the scanning lines in the finger are processed, a
series of center positions C(y) on the scanning lines [(y) is
obtained. Connecting these center positions provides the cen-
ter line of the finger, i.e., the finger skeleton’s center line. FI1G.
23 schematically shows the center lines for the fingers.

Referring again to FIG. 16, also at 1612, a finger tip’s
position, (Tx,Ty) is calculated. The finger tip’s position may
be defined as the position of a top region of the finger that
matches the shape and shade of a finger tip. In some embodi-
ments, the finger tip’s position may be calculated by averag-
ing the positions of all pixels in the finger tip using the
probability P_tip(x,y) as a weighting factor. For example,

®

Z Z P_tip(x, y) =y
Y x

A b TRy
L2

In other embodiments, the finger tip’s position may be
calculated by using the probability P_finger(x,y) as a weight-
ing factor to average the positions of the pixels in the top
region of the finger. In the resulting finger tip position (Tx,
Ty), such as, for example, the result shown in FIG. 24, both Tx
and Ty are float point numbers, having a sub-pixel resolution.

FIG. 25 is a high-level flow chart showing a process for
calculating 3D information of the foreground object and sub-
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parts of the foreground object consistent with embodiments
of the disclosure. Similar to the process shown in FIG. 16, in
FIG. 25, the user’s hand is used as an example of the fore-
ground object.

At2502, the 2D sub-structure results, e.g., fingers or palm,
from different imaging sensors 304 are compared and an
association between sub-parts of the foreground object
observed by different imaging sensors 304 is created. For
example, finger A observed by imaging sensor A may be
associated with finger C observed by imaging sensor B. In
some embodiments, the association may be based on mini-
mizing the total finger tip distance between all finger pairs,
such as shown in FIG. 26. In the example shown in FIG. 26,
the left halfand the right half respectively show a 2D image of
a hand, i.e., the foreground object, captured by two different
imaging sensors 304.

Referring again to FIG. 25, at 2504, features, such as 2D
finger tip, 2D skeleton line, and 2D boundary points, of asso-
ciated sub-parts are further associated, to obtain finger tip
pairs, skeleton line pairs, and boundary point pairs, respec-
tively. FIG. 27 schematically shows an example of associat-
ing a first 2D skeleton line of a finger in a first 2D image
(upper left image) taken by a first imaging sensor 304 and a
second 2D skeleton line of the finger in a second 2D image
(upper right image) taken by a second imaging sensor 304. As
a result of the association, a skeleton line pair image (bottom
image) is obtained.

Referring again to FIG. 25, at 2506, 2508, and 2510, 3D
skeleton line, 3D finger tip, and 3D boundary points (e.g., 3D
shape of the hand, finger, or palm) are calculated, respec-
tively, as described in more details below.

At2506, a finger tip pair, T1(Tx1,Ty1) and T2(Tx2,Ty1), is
processed to obtain 3D information, such as 3D position
T(Tx,Ty,Tz), of the corresponding finger tip. In some
embodiments, a 3D reprojection function may be used to
calculate the 3D tip position T(Tx,Ty,Tz). The 3D reprojec-
tion function may use the 2D positions (Tx1,Ty1) and (Tx2,
Ty1) of the finger tip, and information of the imaging sensors
304 and the lenses, such as, for example, focal length, sen-
sor’s pitch (e.g., pixels per millimeter), separation between
the two imaging sensors 304 (baseline). In some embodi-
ments, a disparity, d=Tx1-Tx2, is calculated and used as an
input for the 3D reprojection function. The output of the 3D
reprojection function is the 3D position (Tx,Ty,Tz) of the
finger tip. The 3D position (Tx,Ty,Tz) may have a physical
unit, and thus may also be expressed as (fx,fy,{z).

In some embodiments, the 3D reprojection function may
be expressed using a 4x4 perspective transformation matrix
obtained during the imaging sensor calibration process. This
matrix may be a disparity-to-depth mapping matrix.

At 2508, using the skeleton line pair obtained as described
above, a 3D skeleton line for the corresponding finger is
calculated. In some embodiments, for the skeleton line pair,
pixels on the two 2D skeleton lines are paired based on their
y direction to obtain pairs of pixels. A pair of pixels may be
processed in a manner similar to that described above for the
processing of finger tip pairs, to obtain a 3D position of a point
corresponding to the pair of pixels, as shown in FIG. 28. After
all pairs of pixels are processed, the resulting points are con-
nected to obtain the 3D skeleton line, as shown in FIG. 28.

Referring back to FIG. 25, at 2510, 3D positions of bound-
ary points for, e.g., fingers or palms, are calculated based on
2D positions of the boundary points on the images taken by
two different imaging sensors 304. In some embodiments, the
3D position of a boundary point may be calculated in a man-
ner similar to that for calculating the 3D position of the finger
tip. After the 3D positions of the boundary points are calcu-
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lated, the corresponding points in the 3D space may be con-
nected to obtain the 3D boundary.

FIG. 29 shows the calculation of a 3D boundary of a palm
based on 2D boundaries of the palm in two 2D images taken
by two different imaging sensors 304.

The above-obtained information may be combined to gen-
erate an output, such as the exemplary output shown in FIG.
30, which shows the 3D tips (the circles in FIG. 30) of the
fingers, the 3D skeleton lines (the lines in FIG. 30) of the
fingers, and the 3D shape of the hand.

For some applications such as painting and sculpturing, the
user may need to use a finger or a pen as a tool. In such
situation, the finger or the pen may need to be abstracted as a
cylinder shape, and its direction and length may need to be
calculated. Referring again to FIG. 25, at 2512, the direction
and length of a finger is calculated.

In some embodiments, the finger is abstracted as a cylinder
shape and its length is defined as the length of the cylinder
shape, which may also be referred to as a finger cylinder
length. The finger cylinder length may be defined as a dis-
tance between a very top point of the skeleton line of the
finger or the position of the finger tip, PO(x,y,z), and a stop
point P1(x,y,7). In some embodiments, the stop point P1 is the
end of the skeleton line or the point where the skeleton line
deviates from a straight line, e.g., where a difference from the
skeleton line and a straight line is greater than a threshold.
Similarly, the direction of the finger may be defined as the
direction of a line connecting points P1 and PO.

At 2514, the 3D position and the orientation of the palm are
calculated. The 3D position of the palm may also be referred
to as a 3D center of the palm, which may be obtained by, for
example, averaging the 3D positions of the boundary points
shown in F1G. 29. FIG. 31 schematically shows the calculated
3D center of the palm.

The size and the orientation of the palm may be obtained by
comparing the 3D center of the palm, 3D positions of the
boundary points of the palm, 3D positions of the finger tips,
and the directions of the fingers.

The embodiments discussed above are based on direct
matching of multiple views (images) taken by different imag-
ing sensors 304. Embodiments discussed below are related to
a model based framework. The model based framework may
improve the hand recognition reliability. For example, the
model based framework may work for a single imaging sen-
sor 304. That is, the 3D recognition of a hand may still be
realized even if only a single imaging sensor 304 is used,
because the brightness and the width of a finger from a single
image may be used to derive a 3D finger position estimation.
Moreover, with the model based framework, when a hand or
a finger is partially visible in one view, but fully visible in
another view, the interactive system 100 may reliably produce
3D hand tracking results. Even when a finger is obstructed,
e.g., the finger merging together with another finger or bend-
ing into the palm region, and thus becoming invisible in all
views, the position of that finger may still be continuously
predicted.

Consistent with embodiments of the disclosure, when the
foreground object can only be viewed by a single imaging
sensor 304, the distance from the foreground object to the
imaging sensor 304 may be estimated based on the brightness
of the foreground object or the size of the foreground object.
Then, such a distance may be combined with the position, i.e.,
2D coordinates, of the foreground object in the view of the
imaging sensor 304 to calculate a 3D position (x,y,z) of the
foreground object.

Assuming other parameters, e.g., intensity of the illumina-
tion light and reflectance of the foreground object, are the
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same, the brightness of the foreground object, B, is inversely
proportional to the square of the distance from the object to
the illumination light. In some embodiments, since the illu-
mination light is close to the imaging sensor 304, the distance
from the object to the illumination light is approximately
equal to the distance from the object to the imaging sensor
304,1.e.,D,,; s, This relationship can be expressed using
the following equation:

1 @
B=—

obj-sensor

Inthe above equation, coefficient K incorporates the effect of
other parameters such as the intensity of the illumination light
and the reflectance of the foreground object, and may be a
constant. The above equation can be rewritten as:

©)

K
D —
B

obj-sensor =

Coefficient K can be calculated while the foreground
object is able to be viewed by two or more imaging sensors
304. Insuch a situation, as discussed above, the 3D position of
the foreground object can be calculated and thus the distance

otj-sensor €aN be obtained. The distance D, .., may be
continuously monitored to record D, o0, at time t:
D4 sensor(t). Meanwhile, the brightness of the foreground
objectattimet, B(t), can be obtained from images captured by
the two or more imaging sensors 304. Plugging D, ... ()
and B(t) into Eq. (2) or Eq. (3) above, coefficient K can be
calculated.

Then, if at time t', only one single imaging sensor 304 can
detect the foreground object, the brightness of the foreground
objectatt',i.e., B(t'), and the coefficient K can be plugged into
Eq. (3) to calculate D, ..., (f)-

Similarly, the size of the foreground object in an image
captured by an imaging sensor 304 may also be used to
estimate D, ., The size of the foreground object in an
image captured by an imaging sensor 304 can be expressed as
follows:

1 )

Dpjsensor

where coefficient K' incorporates the effect of other param-
eters, such as the actual size of the foreground object. Eq. (4)
can be rewritten as:

:lxK’ ®

obj-sensor = T

D

Similar to the embodiments where the brightness of the
foreground object is used to estimate D, ... in the
embodiments of using the size of the foreground object in the
image captured by the imaging sensor 304 to estimate
D, sensors coefiicient K' can be calculated while the fore-
ground object is able to be viewed by two or more imaging
sensors 304, when the distance D, ..., may be continu-
ously calculated and monitored to record D, attimet:

obj-sensor
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D, ;- sensor(t)- Meanwhile, the size of the foreground object in
the image captured by the imaging sensors 304 at time t, L(t),
can be obtained from the captured images. Plugging
D, ;- sensor(t) and L(D) into Eq. (5) or Bq. (6) above, coefficient
K' can be calculated.

Then, if at time t', only one single imaging sensor 304 can
detect the foreground object, the size of the foreground object
in the captured image at t', i.e., L(t"), and the coefficient K' can
be plugged into Eq. (5) to calculate D, ... (1)

In some embodiments, the above-described methods for
estimating D, ..., may be combined to provide a more
accurate result. That is, an estimate D, .., ; and an esti-
mate D, ..., - areobtained based on the brightness and the
size, respectively. Then, a sensor fusion method, such as, for
example, a sensor fusion using extended Kalman filter, is used
to combine Dobj-senso}LI and Dobj-sensor72 to obtain Dobj-sensor'

Consistent with embodiments of the disclosure, the model
based framework may be suitable for any number of views,
either one view or two or more views. FIG. 32 shows a
scenario of two views. The details of the model based frame-
work according to some embodiments is described below.

For each view, a 2D hand structure analysis (described in
previous framework) is performed. The 2D hand structure
analysis produces a 2D hand structure (also referred to as a
new 2D hand structure), including a 2D hand skeleton. Simi-
lar to the finger skeleton, a hand skeleton refers to an abstrac-
tion of the structure of a hand.

Tracking is then applied by combining the last 2D hand
structure (obtained during the last update) and the new 2D
hand structure (obtained during the current update as
described above). The tracking process includes: 1) apply a
filter on previous results to “predict” a predicted 2D hand
structure; 2) use the association method to combine the new
2D hand structure with the predicted 2D hand structure; and
3)update the filter using the combined new result. This track-
ing process could produce a smooth skeleton position, is
resistantto a sudden loss of finger in a view, and could provide
a consistent finger ID. As used in this disclosure, a finger ID
refers to an ID assigned to a detected finger. Once a finger is
assigned a finger ID, even if it becomes invisible in following
updates, that finger will still carry the same finger ID. For
example, in one update, a middle finger and an index finger
are detected. The middle finger is assigned a finger ID “fin-
ger#1” and the index finger is assigned a finger ID “finger#2”.
They carry the assigned finger 1D’s throughout the process,
even when one or both of them become invisible during later
updates.

In some embodiments, filtering is applied on a 3D hand
model to produce a smooth 3D result, including a 3D hand
skeleton, which is re-projected to create a projected 2D hand
skeleton on each view.

Then, for each view, the new 2D hand skeleton and the
projected 2D hand skeleton are combined to obtain an asso-
ciation between finger IDs.

Then, 2D results of both views are combined to calculate a
new 3D position of the hand and a new 3D finger skeleton.
The final result is used as a new 3D hand model, which may
be used in the next update.

As described above, the interactive system 100 may be
used to recognize and track the 3D position and orientation,
etc. of a foreground object (such as a hand or a finger). Using
this feature, a user may interactive with the computer 104. For
example, the user may click and move a finger on a surface of
a desk or a table to control the cursor movement and click on
the display 114, as ifthe user is using a mouse, without the use
of an actual mouse, so as to use such a surface as a physical
touch surface. With the interactive system 100, the user may
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also use the screen of the display 114 as if it is a touch screen,
even if the screen of the display 114 is not an actual touch
screen. Moreover, the user may specity a virtual surface in an
open space (such as in the air) as a virtual touch surface, i.e.,
an imaginary touch surface. By moving the finger relative to
the virtual touch surface, the user may interact with the com-
puter 104 as if there is an actual touch surface at the position
of the virtual touch surface. In addition, by combining with
eye position tracking (detection of 3D positions of the user’s
eyes using, for example, head tracking technology), a direct
correlation between the user’s perceived finger position and
the position on the screen of the display 114 may be created.
Hereinafter, such an interaction is also referred to as a 2.5D
touch interaction, and the surface, either a physical touch
surface, a virtual touch surface, or a display screen, men-
tioned above for realizing the interaction is also referred to as
a touch interactive surface. Consistent with embodiments of
the disclosure, a 2.5D touch interaction may include informa-
tion such as, for example, the 2D projected position of a
foreground object, such as a finger tip, on the touch interactive
surface, the distance between the foreground object, such as a
finger tip, and the touch interactive surface, and the 3D direc-
tion of a foreground object, such as a finger, relative to the
normal direction of the touch interactive surface.

FIGS. 33A and 33B schematically show exemplary setups
of'the system and different types of touch interactive surfaces.
In the example shown in FIG. 33 A, the sensing device 102 is
positioned above the table, such as, for example, above the
display 114, and faces down. In some embodiments, the sens-
ing device 102 may be clipped to the top of the display 114.
For example, the sensing device 102 may be clipped at the
center, the left, or the right of the top of the display 114. In
some embodiments, the sensing device 102 may be placed on
a stand-alone support, which holds the sensing device 102
above the table. In the example shown in FIG. 33B, the
sensing device 102 is placed on the table and faces up.
Besides interacting with the computer 104 via the interaction
with a touch interactive surface, the user may also interact
with the computer 104 via the interaction in the 3D interactive
space shown in FIGS. 33 A and 33B. Such an interaction may
also be referred to as a 3D interaction.

Consistent with embodiments of the disclosure, the 2.5D
touch interaction may be realized based on 3D information of
a foreground object obtained as described above and by add-
ing a hovering state of the foreground object to a standard
touch interaction. The 2.5D touch interaction consistent with
embodiments of the disclosure may provide the projected
(x,y) position of the foreground object, such as, for example,
a finger, on the touch interactive surface, as well as a distance
between the foreground object and the touch interactive sur-
face.

FIG. 34 is a high-level flow chart showing a process con-
sistent with embodiments of the disclosure for enabling a
2.5D touch interaction using, for example, a hand. At 3402,
the environment is defined to provide environment informa-
tion, including automatically or manually defining a touch
interactive surface in the environment. At 3404, 3D hand
tracking is performed, to obtain 3D information of finger tips
according to methods described earlier in this disclosure. At
3406, the 3D information is converted to 2.5D touch infor-
mation. At 3408, it is determined whether calibration needs to
be reset. If so, the process proceeds to 3402. If the calibration
does not need to be reset, the process proceeds to 3410, where
it is determined whether the calibration needs to be refined. If
s0, the process proceeds to 3412 to refine the calibration. If
the calibration does not need to be refined, the process pro-
ceeds to 3404. In some embodiments, when surface changes
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are detected, the calibration may be reset or refined automati-
cally. In some embodiments, the user may manually force to
reset or refine the calibration.

FIG. 35 is a high-level flow chart showing a process con-
sistent with embodiments of the disclosure for manually cali-
brating a touch interactive surface. At 3502, the interactive
system 100 instructs the user how to manually calibrate a
touch interactive surface. The instructions may be delivered,
for example, via a GUI displayed on the screen of the display
114 or via an audio device, such as a speaker. The instructions
instruct the user to move a finger to a certain position on a
surface and hold steady for a certain period of time. The 3D
position of the user’s finger or finger tip is then detected
(3504) and recorded (3506). Then the process returns to 3502
to instruct the user to move the finger to another position on
the surface. The process is repeated until the calibration pro-
cess is finished. The recorded 3D positions of all calibration
touch points are then used to define the touch interactive
surface.

In some embodiments, three calibration touch points may
be enough to define the touch interactive surface. In some
embodiments, four or more touch points may be used to
define the touch interactive surface. Using four or more touch
points may increase the accuracy when the user tries to define
aphysical surface as the touch interactive surface. Moreover,
using four or more touch points may also allow the user to
define a non-planar surface as the touch interactive surface.

Since the defined touch interactive surface may be large,
the interactive system 100 also allows the user to define an
effective interaction area, which may then be mapped to the
size of the screen of the display 114. This process is shown in
FIG. 36. At 3602, the environment calibration data, including
the 3D positions of the calibration touch points, is input and
analyzed to find top-left (TL), top-right (TR), bottom-left
(BL), and bottom-right (BR) points, as schematically shown
in FIG. 37. At 3604, an area center and a plane size are
calculated to obtain a size of the touch interactive surface and
a center position of the touch interactive surface.

Consistent with embodiments of the disclosure, the touch
interactive surface may be automatically and progressively
detected by detecting the action of the user’s finger hitting a
surface. That is, the interactive system 100 detects events of
the user’s finger tapping a hard surface and automatically
registers these tapping events. The interactive system 100
stores the 3D position of the finger tip in a touch-surface-
calibration database when a tapping event occurs. In some
embodiments, the interactive system 100 may dynamically
repeat the calibration process to enhance the understanding of
the surfaces in the environment. Using this method, the user
may simply tap on a surface for multiple times at different
places and the interactive system 100 would automatically
calibrate the surface. Therefore, the interactive system 100
does not need to show instructions to guide the user, and the
user does not need to wait for the interactive system 100 to tell
him when to put the finger on the surface or when to move to
another place on the surface. Moreover, after the calibration
phase, when the user is using the input device as normal, the
interactive system 100 continues to monitor tapping events
and update the surface calibration when needed. Therefore,
recognition of the touch interactive surface becomes more
and more accurate during the user’s continuous use. More-
over, when the environment has changed (e.g., the existing
surface is removed, or a new surface is placed), the interactive
system 100 automatically updates the touch interactive sur-
face, by merging new tapping events with existing database.

Below, a method for detecting a tapping event is described.
Consistent with embodiments of the disclosure, 3D position
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of the user’s finger is tracked and a time-dependent position
value is recorded. To detect a tapping event, the time-depen-
dent position value is converted to a speed value by differen-
tiation. FIGS. 38A and 38B show a finger’s 3D velocity when
the finger is moving in the air and when the finger hits a solid
surface, respectively. In FIGS. 38 A and 38B, only the velocity
component in the y direction is shown. The velocity compo-
nents in the x and z directions may also be depicted in a
similar manner.

In some embodiments, a moving window is used to detect
the following conditions: 1) the speed drops from a high value
(higher than a first speed threshold) to a very small value
(lower than a second speed threshold close to zero) within a
very short period of time (shorter than a first time threshold),
and 2) the speed keeps at the very small value for a time period
longer than a certain period of time (longer than a second time
threshold). If both conditions are satisfied, then it is deter-
mined that a tapping event has occurred.

When the user’s finger hits a hard surface, sometimes the
finger may continue to slide on the surface instead of coming
to a full stop. In such situation, a tapping event is determined
as having occurred if the following two conditions are satis-
fied: 1) a sudden change of finger speed in the original trav-
eling direction is detected, and 2) the following movement of
the finger is constrained in a 2D plane. This can be calculated
by applying a dimension reduction method, e.g., Principal
component analysis (PCA), on the 3D position data of the
finger in the time window to map the trajectory from a physi-
cal 3D coordinate into a new 3D coordinate. The PCA algo-
rithm produces the new 3D coordinate system by analyzing
the 3D position data of the finger. The new 3D coordinate
system is defined by three axes. Every axis in the new 3D
coordinate system has an eigenvalue, related to the amount of
variation of the data points along that axis. Among the three
axes, the one having the smallest eigenvalue is referred to as
a “minimum axis.” If the speed value in the minimum axis
keeps very low (lower than a certain speed threshold) for a
relatively long period of time (longer than a certain time
threshold), then the time at which the sudden change of finger
speed occurs is registered as a time at which a tapping event
occurs.

When anew tapping event is detected, the position at which
the new tapping occurs (referred to as new tapping position)
is used to update the existing touch sensitive surface. Consis-
tent with embodiments of the disclosure, if the new tapping
position is consistent with the existing touch interactive sur-
face, the new tapping position is used to increase the resolu-
tion and accuracy of the existing touch interactive surface. If
the new tap position conflicts with the existing touch interac-
tive surface (which may mean that the user has slightly moved
the surface), the existing touch interactive surface is updated
using the new tapping position or the existing touch interac-
tive surface is deleted. If the new tapping position is not
associated with the existing touch interactive surface, a new
touch interactive surface is created.

FIG. 39 is a flow chart showing a process consistent with
embodiments of the disclosure for automatically detecting a
touch interactive surface by detecting markers. The markers
may be created using methods described above in this disclo-
sure. As shown in FIG. 39, at 3902, a user places a piece of
sheet with such markers in the environment, for example, on
a table. At 3904, the interactive system 100 takes images of
the sheet using the imaging sensors 304, and recognizes the
markers. In some embodiments, the interactive system 100
records 3D positions of the markers in the images. At 3906,
the interactive system 100 calculates the 3D position, orien-
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tation, and size of the sheet based on the 3D positions of the
markers. The calculation results are saved as touch interactive
surface calibration data.

FIG. 40 is a flow chart showing a process consistent with
embodiments of the disclosure for automatically detecting
and calibrating a display screen, such as the screen of the
display 114, and making the display screen the touch inter-
active surface. As shown in FIG. 40, at 4002, the interactive
system 100 displays a 2D code, such as a checker board, on
the display screen, such as shown in FIG. 41. At 4004, the
interactive system 100 takes images using different imaging
sensors 304. At 4006, the interactive system 100 recognize
the markers in the 2D code, and record the 2D positions of the
markers in each image. At 4008, the interactive system 100
calculates the 3D positions, orientations, and sizes of the
markers, and derives and records the size, 3D position, and
3D orientation of the display screen. At 4010, the interactive
system 100 displays the surface position, direction, and size.
Later, the interactive system 100 can detect the user’s touch
interaction on the display screen.

FIG. 42 is a flow chart showing a process consistent with
embodiments of the disclosure for defining a virtual touch
surface. The virtual touch surface may be defined over the
keyboard and between the user and the display screen, and the
user may interact in the air with the virtual touch surface to
control the computer 104. As shown in FIG. 42, at 4202, the
interactive system 100 instructs the user to “touch” four cor-
ner points of the desired virtual touch surface, as schemati-
cally shown in FIG. 43. At 4204, the interactive system 100
detects the 3D position of the user’s hand. At 4206, the inter-
active system 100 records the positions of the four corner
points. At 4208, the interactive system 100 calculates and
record the size, 3D position, and 3D orientation of the virtual
touch surface.

As compared to a physical touch screen on a computer
monitor, the virtual touch surface has certain advantages. For
example, for laptop and desktop PC users, the distance to the
touch screen is far, and the angle is close to vertical (70
degree~80 degree). At such distance and angle, the screen is
not suitable for touching—hard to reach and easy to cause
fatigue. On contrast, the virtual touch surface consistent with
embodiments of the disclosure may be defined to be closer to
the user and at an angle that is easy to operate.

As discussed above, the interactive system consistent with
embodiments of the disclosure may be used to realize a 2.5D
touch interaction. Details of the 2.5D touch interaction are
described below.

In some embodiments, the user’s hand is used as the fore-
ground object. The interactive system 100 uses the 3D track-
ing information of the hand (such as, for example, the 3D
positions of finger tips and the 3D cylinder direction and
length information of fingers) and the environment calibra-
tion data to perform a 3D to 2.5D conversion, so as to obtain
2D information such as, for example, a distance from a finger
tip to a touch interactive surface defined according to, e.g.,
methods described above, and the direction of a finger relative
to the normal of the touch interactive surface.

FIG. 44 is a flow chart showing an exemplary process
consistent with embodiments of the disclosure for converting
3D information of a foreground object, such as, for example,
ahand or a finger, to 2.5D information. At 4402, 3D informa-
tion of the touch interactive surface is calculated based on the
position and direction of the touch interactive surface. The 3D
information of the touch interactive surface may include, for
example, center of the touch interactive surface and the direc-
tion of the normal of the touch interactive surface. At 4404,
the 3D position (x,y,z) of the foreground object is projected to
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the touch interactive surface, which includes the calculation
of, for example, a distance d from the foreground object to the
touch interactive surface and a 2D position of the projection
point on the touch interactive surface. The 2D position of the
projection point on the touch interactive surface may be
expressed as using coordinates X' and y' in a 2D coordinate
system defined on the touch interactive surface. At 4406, the
2D position (x',y') of the projection point on the touch inter-
active surface and the size of the touch interactive surface are
used to scale the 2D position (X',y") of the projection point on
the touch interactive surface to a 2D position (x",y") in a 2D
coordinate system defined on the screen of the display 114. As
a result of the above process, the 3D position (X,y,z) of the
foreground object is converted to a 2D position (x",y") on the
screen of the display 114 and a distance d between the fore-
ground object and the touch interactive surface.

FIG. 45 is a flow chart showing an exemplary process
consistent with embodiments of the disclosure for determin-
ing the distance d between the foreground object and the
touch interactive surface. As described above, during the
environment calibration stage, environment calibration data
is recorded, including positions of calibration points for
defining the touch interactive surface, i.e., P1(x1,yl,z1),
P2(x2,y2,72), etc. At 4502, such environment calibration data
and 3D position of the foreground object (x,y,z) are used to
find a point having a position (x',y',z') on the touch interactive
surface that is the closest to the foreground object. Position
(x',y',2") is then compared with position (X,y,z) to determine
the distance d (4504).

FIG. 46 is a flow chart showing a process according to
exemplary embodiments ofthe disclosure for finding 7'. In the
example shown in FIG. 46, the touch interactive surface may
be approximated using a polynomial surface fitting equation:

a*x+b¥yp+c¥zrdre 244y 2+ ... =0

Q)

At 4602, the positions of all the calibration points are plugged
into the following error function to find an error value:

err=sum[sqr(@*x+b*y+ciz+d+e x 24y 2+ . . )]

®

In some embodiments, a regression method is used to find
best values for parameters a, b, ¢, d, e, f. . . that minimize the
error value “err”. At 4604, the x, y coordinates of the fore-
ground object (which has a 3D position of (x,y,z)) are plugged
into the polynomial surface fitting equation to calculate 7' at
given x and y.

FIG. 47 is a flow chart showing a process according to
exemplary embodiments ofthe disclosure for finding 7'. In the
example shown in FIG. 47, a machine learning method using
Gaussian process regression is used. As shown in FIG. 47, at
4702, a covariance matrix is calculated using the 3D positions
of all calibration points. At 4704, a regression is used to
project the query point, i.e., the foreground object, onto the
touch interactive surface and to obtain z'. The method shown
in FIG. 47 may be suitable for scenarios where the touch
interactive surface is irregular, i.e., the touch interactive sur-
face is not a flat plane or not close to a flat plane, or where the
environment measurement data is not very uniform.

FIG. 48 is a flow chart showing a process according to
exemplary embodiments ofthe disclosure for finding 7'. In the
example shown in FIG. 48, a surface point cloud method is
used. At 4802, 3D touch interactive surface is reconstructed
from a point cloud based on the environment calibration data.
At 4804, surface 7' value at position (x,y) is calculated based
on the reconstructed surface.

The 2.5D information obtained according to embodiments
consistent with the disclosure, such as those described above,
may be used in various applications. For example, FIG. 49
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shows a process for finger writing using the touch interactive
surface. At 4902, 3D position of a finger tip is tracked. At
4904, the acquired 3D position (x,y,z) of the finger tip is
converted to 2.5D information X', y', and d. At 4906, it is
determined whether d is smaller than a threshold distance. If
yes, a touch/drag event is recorded (4908). If d is not smaller
than the threshold distance, the event is released (4910).

FIG. 50 shows a process for showing hover of a foreground
object, such as the user’s finger, over a key on a keyboard. At
5002, keys on the keyboard are recognized and each key’s 3D
position is detected and recorded. At 5004, the 3D position of
the user’s finger is compared with the positions of the keys to
determine over which key the finger is hovering and the
distance between the finger and that key. At 5006, a Ul is
displayed on the screen of the display 114 to show that the
finger is hovering on that key and how far the finger is away
from that key.

As described above, the interactive system 100 can track
the position of a user’s hand or finger. In some embodiments,
the interactive system 100 also tracks the position of the
user’s eye, and combine the information about the position of
the eye and the information about the position of the hand or
finger for 3D/2D input.

Consistent with embodiments of the disclosure, the inter-
active system 100 can detect the 3D position of the user’s eye
in a manner similar to that described above for detecting the
3D position of the user’s hand or finger. The information
about the eye, the hand or finger, and the screen of the display
114 is correlated to create a “3D and 2D direct manipulation”
interaction. As used in this disclosure, a “direct manipula-
tion” refers to a manipulation that allows the user to directly
manipulate objects presented to them. From the user’s eye’s
point of view, the position of the hand or finger is the same as
the position of the object being manipulated, which is dis-
played on a screen, e.g., a 2D position of an object presented
by a conventional display device or a 3D position of an object
presented by a 3D display.

FIG. 51 schematically shows a setup consistent with
embodiments of the disclosure. As shown in FIG. 51, the
sensing device 102 is placed to face the user, and may capture
images including both the user’s head 5102 and the hand
5104.

With the head tracking and the hand tracking combined, the
user can interact with a content on a 2D screen or with a
content on a 2D screen via a virtual touch surface. The user
can also interact with a 3D content presented by a 3D display.
Moreover, a head mounted 3D display (HMD) may be real-
ized.

FIG. 52 schematically shows a scenario where the user
interacts with a content ona 2D physical screen 5202. Insome
embodiments, the face recognition and tracking method is
used to recognize the 3D position of the eye 5204, E(x,y,z), in
the coordinates of the sensing device 102. The hand tracking
method, such as one of those described above, is used to
recognize the 3D position of the hand 5104, T(x,y,z), in the
coordinates of the sensing device 102 and the action of the
hand 5104. As described above, during the calibration phase,
the interactive system 100 detects and records 3D information
of the screen 5202 in the coordinates of the sensing device
102. Such information may include, for example, the 3D
position and 3D orientation of the screen 5202, the dimension
(e.g., width and height) of the screen 5202. Such information
may alternatively or additionally include, for example, the 3D
positions of the four corners of the screen 5202: UpperLeft
(x,y,z), UpperRight(x,y,z), BottomLeft(x,y,z), and Bottom
Right(x,y,z). With the 3D positions of the eye 5204 and the
hand 5104, E(x,y,z) and T(x,y,7), a line extending from the 3D



US 9,323,338 B2

23

position of the eye 5204 and the 3D position of the hand 5104
is created. An intersection point I(X,y,z) of this line intersect-
ing with the screen 5202 is calculated. The coordinates of the
intersection point I(x,y,z) can be translated to the 2D coordi-
nates of the screen 5202. As a result, a 2D intersection posi-
tion P(x",y") expressed using the 2D coordinates of the screen
5202 is obtained. Information about the user’s action at posi-
tion P(x",y") is sent to the operating system or the applica-
tions.

FIG. 53 schematically shows a scenario where the user
interacts with a content on a 2D physical screen 5202 via a
virtual touch surface 5302, such as a virtual touch surface
defined according to methods consistent with embodiments
of the disclosure, as described above. The calculations in this
scenario are similar to those in the scenario described with
respect to FIG. 52, except that the 2D intersection position
P(x',y") of the line connecting the eye 5204 and the hand 5104
intersecting with the virtual touch surface 5302 is calculated
and recorded, which is expressed using the 2D coordinates of
the virtual touch surface 5302. In addition, the distance D
between the hand 5104 and the virtual touch surface 5302 is
calculated and reported to the operating system or the appli-
cations.

FIG. 54 schematically shows a scenario where the user
interacts with a 3D content presented by a 3D display screen
5402, such as a virtual 3D object 5404. In some embodiments,
the interactive system 100 uses a face recognition and track-
ing algorithm to recognize the 3D position of the eyes, E(x,
y,Z), in the coordinates of the sensing device 102. The hand
tracking method, such as one of those described above, is
used to recognize the 3D position of the hand 5104, T(x,y,z),
in the coordinates of the sensing device 102 and the action of
the hand 5104. During the calibration phase, the interactive
system 100 detects and records 3D information of the screen
5402 in the coordinates of the sensing device 102. Such
information may include, for example, the 3D position and
3D orientation of the screen 5402, the dimensions (e.g., width
and height) of the screen 5402. The interactive system 100
converts the 3D position of the eye 5204 from the coordinates
of the sensing device 102 to coordinates used by the screen
5402 to render the virtual 3D object 5404, Es(x,y,z), and
sends this information to the operating system and a 3D
interactive application. The 3D interactive application ren-
ders the virtual 3D object 5404 according to the 3D position
Es(x,y,z) of the user’s eye 5204. In addition, the interactive
system 100 converts the 3D position of the hand 5104 from
the coordinates of the sensing device 102 to coordinates used
by the screen 5402 to render the virtual 3D object 5404,
Ts(x,y,z), and sends this information to the operating system
and the 3D interactive application. The 3D interactive appli-
cation uses the Ts(x,y,z) information to allow the user to
interact with the virtual 3D object 5404.

A system consistent with embodiments of the disclosure
may also include a head mounted 3D display (HMD), which
enables virtual reality interaction, such as, for example, inter-
action with a virtual touch surface, interaction with a virtual
3D object, or virtual Interaction with a physical 3D object.
FIG. 55 shows an HMD system 5500 consistent with embodi-
ments of the disclosure. The HMD system 5500 includes a
pair of HMD glasses 5502 and a sensing device 5504 coupled
to the HMD glasses 5502. The sensing device 5504 may be
mounted on the top, the bottom, the left, or the right of the
HMD glasses 5502. In some embodiments, the sensing
device 5504 has a separate body design, and imaging sensors
of'the sensing device 5504 are mounted on different places of
the HMD glasses 5502.
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With the HMD system 5500, the user may interact with a
fixed 2D display in a manner similar to those described above
with respect to the scenario where an HMD is not used.

FIGS. 56 and 57 respectively show the scenario where the
user interacts with a virtual touch surface and the scenario
where the user interacts with a virtual 3D object rendered by
the HMD system 5500. The methods with respect to these
scenarios are similar to those described above with, e.g.,
FIGS. 53 and 54.

FIG. 58 shows an HMD system 5800 with which the user
may interact with a physical object 5802 that may locate at a
distance far away from the user. The HMD system 5800
includes the HMD glasses 5502, the sensing device 5504, and
a global positioning system (GPS) 5804. In some embodi-
ments, the 3D position of the HMD system 5800 in a world
coordinate system is detected, for example, by the GPS 5804.
The 3D position of the user’s eye in the word coordinate
system, Ew(x,y,z), is calculated. The sensing device 102
detects the 3D position of the hand 5104 in the coordinate
system of the sensing device 102, T(x,y,z), which is then
converted by the HMD system 5800 to 3D position in the
world coordinate system, Tw(X,y,z). A line extending from
the user’s eye to the 3D position of the hand is calculated in
the world coordinate system. An intersection between the line
and the physical object 5802 (the HMD system 5800 has
recorded the 3D position of the physical object 5802 in the
world coordinate system) is detected, and location informa-
tion of the interaction is acquired and sent to the operating
system or the applications.

FIG. 59 shows an HMD system 5900 with which the user
may interact with a physical object 5902. The HMD system
5900 includes the HMD glasses 5502, the sensing device
5504, and a camera 5904. Consistent with embodiments of
the disclosure, the HMD system 5900 uses the camera 5904
or another device to detect the physical object 5902 and
calculates the 3D position of the physical object 5902 in the
coordinate system of the HMD system 5900. The HMD sys-
tem 5900 also detects the 3D position of the hand 5104,
T(x,y,2), and calculates a line extending from the user’s eye to
the hand 5104, in the coordinate system of the HMD system
5900. The HMD system 5900 detects and calculates the 3D
position of the intersection between the line and the physical
object 5902 in the coordinate system of the HMD system
5900, P(x,y,z), and calculates a distance D between the 3D
position of the hand to the 3D position of the intersection. The
obtained information is sent to the operating system or the
applications.

Other embodiments of the disclosure will be apparent to
those skilled in the art from consideration of the specification
and practice of the invention disclosed herein. It is intended
that the specification and examples be considered as exem-
plary only, with a true scope and spirit of the invention being
indicated by the following claims.

What is claimed is:
1. A method for three-dimensional (3D) sensing compris-
ing:
obtaining a two-dimensional (2D) image of an object taken
from a viewing angle;
extracting a 2D skeleton of the object from the 2D image,
the 2D skeleton including a 2D skeleton line represent-
ing a section of the object, extracting the 2D skeleton
including:
calculating probabilities of pixels in the 2D image being
part of the section of the object;
locating the section of the object based on the calculated
probabilities;
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calculating, for pixels on a same scanning line in the
section, a skeleton point of the scanning line by per-
forming a weighted averaging on positions of the
pixels on the scanning line using the calculated prob-
abilities of the pixels on the scanning line as weight-
ing factors; and
obtaining the 2D skeleton line by connecting skeleton
points on different scanning lines; and
calculating a 3D skeleton of the object based on the 2D
skeleton, the 3D skeleton including a 3D skeleton line
representing the object.
2. The method of claim 1,
wherein the 2D image is a first 2D image of the object, the
viewing angle is a first viewing angle, the 2D skeleton is
afirst 2D skeleton of the object, and the 2D skeleton line
is a first 2D skeleton line representing the section of the
object,
the method further comprising:
obtaining a second 2D image of the object taken from a
second viewing angle different from the first viewing
angle; and
extracting a second 2D skeleton of the object from the
second 2D image, the second 2D skeleton including a
second 2D skeleton line representing the section of
the object,
wherein calculating the 3D skeleton includes calculating
the 3D skeleton line based on the first and second 2D
skeleton lines.
3. The method of claim 2, further comprising:
associating a first 2D segment of the first 2D skeleton with
asecond 2D segment of the second 2D skeleton, the first
and second 2D segments representing the section of the
object; and
comparing a 2D position of the first 2D segment and a 2D
position of the second 2D segment to calculate a 3D
position of the section.
4. The method of claim 2, further comprising:
projecting a previously-calculated 3D skeleton of the
object to the first viewing angle to create a first projected
2D skeleton; and
projecting the previously-calculated 3D skeleton to the
second viewing angle to create a second projected 2D
skeleton,
wherein calculating the 3D skeleton includes calculating
the 3D skeleton based on the first 2D skeleton, the sec-
ond 2D skeleton, the first projected 2D skeleton, and the
second projected 2D skeleton.
5. The method of claim 1, wherein calculating a probability
of a pixel being part of the section of the object includes:
comparing a brightness distribution of a neighbor region of
the pixel with a pre-defined template corresponding to
the section; and
calculating the probability based on how well the bright-
ness distribution of the neighbor region fits the template.
6. The method of claim 1, wherein calculating a probability
of a pixel being part of the section of the object includes:
fitting a brightness distribution of a neighbor region of the
pixel with a light reflection model corresponding to the
section; and
returning a fitting score as the probability.
7. The method of claim 1,
wherein the object is a hand and the section is a finger trunk
of the hand,
the method further including:
calculating a finger cylinder length of the finger trunk.
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8. The method of claim 7, wherein calculating the finger
cylinder length includes:

traversing, from a top point of the 3D skeleton line, down

the 3D skeleton line, and to a traversing end point; and
calculating a distance between the top point and the tra-
versing end point as the finger cylinder length.

9. The method of claim 8, wherein traversing to the travers-
ing end point includes traversing to an end point of the 3D
skeleton line.

10. The method of claim 8, wherein traversing to the tra-
versing end point includes traversing to a point at which a
difference between the 3D skeleton line and a straight line is
larger than a threshold value.

11. The method of claim 8, further comprising:

calculating a finger direction of the finger trunk by calcu-

lating a direction of a line connecting the top point and
the traversing end point.

12. The method of claim 7, wherein:

extracting the 2D skeleton further includes extracting a 2D

skeleton position representing a finger tip of the hand,
and

calculating the 3D skeleton of the object further includes

calculating a 3D skeleton position representing the fin-
ger tip based on the 2D skeleton position representing
the finger tip.

13. The method of claim 12, wherein:

the pixels are finger trunk pixels corresponding to the fin-

ger trunk,

the probabilities are finger trunk probabilities of the finger

trunk pixels being part of the finger trunk,

extracting the 2D skeleton position includes:

calculating finger tip probabilities of finger tip pixels
being part of the finger tip;

locating the finger tip based on the calculated finger tip
probabilities; and

calculating the 2D skeleton position by performing a
weighted averaging on 2D positions of the finger tip
pixels using the calculated finger tip probabilities of
the finger tip pixels as weighting factors.

14. The method of claim 1, wherein:

obtaining the 2D image includes taking the 2D image using

a camera,

the 2D skeleton includes a 2D segment representing the

section of the object, and

calculating the 3D skeleton includes:

calculating a distance from the 2D segment to the cam-
era based on at least one of a width or a brightness of
the 2D segment; and

calculating a 3D position of the section based on the
distance.

15. A non-transitory computer-readable storage medium
storing a program for three-dimensional (3D) sensing, the
program, when executed by a computer, instructing the com-
puter to:

obtain a two-dimensional (2D) image of an object taken

from a viewing angle;

extract a 2D skeleton of the object from the 2D image, the

2D skeleton including a 2D skeleton line representing a

section of the object, extracting the 2D skeleton includ-

ing:

calculating probabilities of pixels in the 2D image being
part of the section of the object;

locating the section of the object based on the calculated
probabilities;

calculating, for pixels on a same scanning line in the
section, a skeleton point of the scanning line by per-
forming a weighted averaging on positions of the
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pixels on the scanning line using the calculated prob-
abilities of the pixels on the scanning line as weight-
ing factors; and
obtaining the 2D skeleton line by connecting skeleton
points on different scanning lines; and
calculate a 3D skeleton of the object based on the 2D
skeleton, the 3D skeleton including a 3D skeleton line
representing the object.
16. An apparatus for three-dimensional (3D) sensing, com-
prising:
a camera configured to capture a two-dimensional (2D)
image of an object from a viewing angle; and
a processor configured to:
extract a 2D skeleton of the object from the 2D image,
the 2D skeleton including a 2D skeleton line repre-
senting a section of the object, extracting the 2D skel-
eton including:
calculating probabilities of pixels in the 2D image
being part of the section of the object;
locating the section of the object based on the calcu-
lated probabilities;
calculating, for pixels on a same scanning line in the
section, a skeleton point of the scanning line by
performing a weighted averaging on positions of
the pixels on the scanning line using the calculated
probabilities of the pixels on the scanning line as
weighting factors; and
obtaining the first 2D skeleton line by connecting
skeleton points on different scanning lines; and
calculate a 3D skeleton of the object based on the 2D
skeleton, the 3D skeleton including a 3D skeleton line
representing the object.
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